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Ethics

Ethics = values and norms that affect our everyday decision making or that we 
want to affect our everyday decision making (problem of, e.g., institutional 
norms vs. personal norms)

Ethical view on technology = matching what tech “is” and “does” (= what is 
triggered through tech) with the personal/institutional values and norms, and 
aligning tech implementation/usage to the personal/institutional norms



Observation we share Even though there is a dominance of techno-
optimism, many actors mention critical
aspects of AI and hereby use the term
„ethics“ very often

However, „indepth reflections are rare. This 
approach can serve as a rhetorical strategy to 
pre-empt potential criticism without fully 
addressing the underlying structural issues 
that have contributed to the very problems 
technologies are supposed to solve. 
Furthermore, the narratives often imply the 
inevitability of innovation through 
digitalisation, diverting attention away from 
possible alternatives to technological 
solutions.” 

(Shi/Palenski 2024: 5)



Our approach to ethics: tech/AI „ethics“ need to adress/be grounded in 
(knowing about) broader interrelations and planetary structures/effects

Importance of moving towards a “planetary view” on (ed)tech 
(Macgilchrist 2024):

Ecological dimensions

Global capitalist dimensions (production chains, data capitalism,…) 
(see also Knox 2019)

(Geo)Political dimensions

Social Dimensions (reproduction of inequality, privilege hazards,…)

Values and norms, then, would include: how to live on planetary “ruins”, 
peace, caring (better) for the vulnerable, fairer work, community orientation, 
addressing conflict,…

Importance of questioning (ed)tech with regards to these values, but also with 
regards to education/learning that is (not) being triggered through tech



https://education.ec.europa.eu/news/ethical-guidelines-on-the-
use-of-artificial-intelligence-and-data-in-teaching-and-learning-for-
educators



…the key message: there is no one best scenario, 
because there are always dimensions that are

„suffering“

Ecological dimensions

Global capitalist dimensions 
(production chains, data capitalism,…) 

(Geo)Political dimensions

Social Dimensions (reproduction of 
inequality, privilege hazards,…)

Learning Dimensions

Example: Building „own“ AI 
servers/LLMs to create alternatives to
OpenAI
→ more infrastructure that requires
servers, energy for LLM training until
it is „as good“ as ChatGPT,… 

Example: AI tool „helps“ students to
produce creative output (e.g., images) 
but they are simultaneously „drawn
into“ the product and depend on 
global capitalism and the power of
few

Knowing this can result in 
disenchantment, but it does not 
have to if it is viewed from a “small 
steps” perspective and driven by a 
strong vision of the future



An approach to bridge everyday practices, 
ethical values and tech/AI → „An ethics of
practice“ (Bezuidenhout et al. 2020: 2197)

→ Making “visions of the future” more strongly visible (→ AWS), 
including their ethical dimensions (which kind of 
society/university/learning of the future do we want?)

→ Making “ethics of practice” more strongly visible →
Bringing visions/values in relation to a planetary view of 
tech/AI as well as in relation to everyday (university) practices 
(e.g., creating 2 images with AI means boiling 3 water kettles…; shifting teaching to 
MS Teams means more power centralization on big tech and dependency on MS 
design of organizing classes)

→ Developing ideas for alternative practices (“microethics”, 
Bezuidenhout/ Ratti 2021: 939) that do not overcome 
dilemmas, but that (better) contribute to the visions of the 
future



Principles
1. Moving away from “solving” things/checkbox thinking: 

“the way in which these terms [e.g., ethics] are widely coupled 
in literature rests on a (more or less unacknowledged) 
essentialist and axiomatic ground which ultimately 
oversimplifies the issue at stake – how can we do good 
with/through data-driven technologies? – and hinders an 
effective tackling of the moral dilemmas that data-driven 
technologies pose when adopted in complex real-life 
scenarios.” (Calzati/Ploeger 2024: 1)

2. Ethics not as “toolbox”, but as practice and, particularly, as 
“method of [ongoing] inquiry” (for which everybody is 
authorized and responsible) (ibid.: 2)

3. Ethics as non-axiomatic (it´s not either good or bad, rather 
e.g., bad for whom in which context?)

Central “game changer”: from making people fear 
ethical mistakes (= desire to check boxes to feel 
better) towards wanting to inquire on ethics and 
bringing findings actively into the collective 
discussion (yet, must be mirrored by vision of a 
learning organization!!)



Fawns 2022: 719



How we so far try to support these activities in 
our transfer and co-design projects…

https://unblackthebox.org
https://unblackthebox.org/materialien-ergebnisse/edtechreflektor/ 

www.smasch.eu

https://privacyinternational.org/learning-resources/
teaching-about-data-resource-educators

https://unblackthebox.org/
https://unblackthebox.org/materialien-ergebnisse/edtechreflektor/


This would, then, also inform our
ETH-TECH OER development

→ Making “visions of the future” more strongly 
visible (which kind of society/university/learning of 
the future do we want?)

→ Making “ethics of practice” more strongly visible 
→ Bringing visions/values in relation to a planetary 
view of tech/AI as well as in relation to everyday 
practices

→ Developing ideas for alternative practices 
(“microethics”)

→ Openly addressing moral dilemmas of complex real-life 
scenarios and not trying to find simple solutions

→ Ethics as practice and, particularly, as “method of [ongoing] 
inquiry” (in which we are all together)

→ Ethics as non-axiomatic (it´s not either good or bad, rather 
e.g., bad for whom in which context?)

→ Designing the tools itself can be regarded as practices of 
ethical inquiry, in which many people should, consequently, 
participate with different positions/ideas
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